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a  b s  t  r a c  t

A new robust method of  spread  spectrum based  image  watermarking  is proposed in  this article. Spread
spectrum  technique and scrambling are  used  for  increasing  robustness  and invisibility of the  algorithm.
Our  suggested  method  is carried out  using  ridgelet transform  as an efficient  transform  for representing
images  with  line  singularities.  In embedding part,  the  host  image  is  partitioned  into  non­overlapping
blocks  and ridgelet transform  is  applied to each single block.  In  this way, a curved  edge  is divided
into  some  straight edges  so  that  ridgelet transform  shows  optimal  performance  even  for complicated
images  with  curve  edges. To  embed the watermark bits,  the  best directions of ridgelet  coefficients are
selected with  respect  to their variance  intensity.  In  extraction  part,  a computationally efficient detec­
tion  method is  used  for  detecting  watermark  logo blindly  from  distorted  watermarked  image. To  achieve
more robust algorithm firstly, we find the best place to insert  the watermark bits  and  secondly,  we encode
the  scrambled watermark bits by  pseudo  random  sequences  with  an authentication  key.  Robustness  of
our  proposed  method  is  tested against  different kinds of  attacks.  According  to the experimental results,
proposed method  shows  much  improved  performance  in comparison  to other  published  works.

© 2011 Elsevier GmbH. All rights reserved.

1. Introduction

Watermarking is a  way  of embedding a key into the original data
in order to increase security and copyright protection. Image water­
marking algorithms are revolving around two categories based on
the domain which is used for embedding the watermark: spatial
and frequency domain techniques. Frequency domain techniques
such as watermarking based on  discrete cosine transform, discrete
Fourier transform and digital  wavelet transform are commonly
used in recent works [1–6].

Although the discrete wavelet transform has strong perfor­
mance for images with singularities in one dimension, point
singularities, it does not provide good results for images with sin­
gularities in higher dimensions such as  lines where are singularities
in 2­D and planes where are singularities in  3­D. Ridgelet transform
was introduced in  [7–9] as  a sparse expansion for functions which
have discontinuities along lines but are otherwise smooth. Finite
ridgelet transform (FRIT), an orthonormal version of  ridgelet trans­
form, was proposed in [10,11] for discrete and finite size images.
Since ridgelet transform represents an image in small amount of
space, it can be considered as an appropriate transform for digital
watermarking.
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Campisi et al. [12] proposed a multiplicative watermarking in
ridgelet domain in which directional sensitivity and anisotropy of
ridgelet transform are employed to obtain a  sparse image represen­
tation. In their work, the  most significant coefficients of ridgelet
transform represent the most energetic direction of an image.
Zhang et al. [13] proposed a  multi scale ridgelet based watermark­
ing algorithm in which watermark logo is embedded into middle
ridgelet sub bands of  the  most energetic directions whose ener­
gies are greater than a  selected threshold. Liang et al. [14],  in their
first work, proposed a  ridgelet based perceptual model by com­
puting the Just  Noticeable Distortion for each ridgelet coefficient
in  order to consider the contrast and frequency sensitivity. This
model combines a  frequency detection threshold and a masking
effect of human visual system. In their second work, Liang et al.
[15] proposed the Noise Visible Function to control the strength of
the watermark in  each block.  Also, a predefined peak signal to noise
ratio (PSNR) is  used for  acquiring the global invisible parameter so
that it would be guaranteed that the strength of the watermark
in each block is proportional to the strength of  the  texture in  that
block. Kalantari et al. [16] proposed an  image watermarking based
on  ridgelet transform in  which a  host distribution­independent
decoder is used for  extracting the  watermark. Also, an analytical
derivation of bit  error rate (BER) is carried out in order to validate
the  empirical watermark extraction values. Li  [17] proposed a com­
bination of ridgelet transform with Kernel Independent Component
Analysis (KICA). Watermark image is  scrambled by Arnold method
and then embedded into lowest sub band  in  ridgelet domain. In
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extraction part, KICA is used for separating different mixed signals.
All above works have concentrated on finding the best place for
embedding the watermark. However, increasing the robustness of
the watermarking algorithms is  still developing.

In this paper, we propose a  new watermarking algorithm
in ridgelet domain which is based on spread spectrum tech­
nique. First, we find the best place  to insert the watermark bits.
More specifically, the host  image is partitioned into several non­
overlapping blocks in  a  way  that curved edges appear as  several
straight edges. After applying ridgelet transform, we find a  direction
with the highest variance intensity for each single block  in  order
to insert the watermark bits. Second, we encode the scrambled
watermark bits by pseudo random sequences which are randomly
generated through a  uniform probability density function. Through
comparison, we show that our proposed algorithm is highly robust
against many kinds of attacks such as  JPEG compression, rotation,
Gaussian noise, median and Gaussian filtering,

The rest of this paper  is  organized as follow: in  Section 2,  a
brief review of ridgelet transform and finite ridgelet transform are
presented. In Section 3, embedding and extraction steps of pro­
posed method are explained. Experimental result and discussion
are presented in  Section 4.

2. Ridgelet transform

2.1. Continuous ridgelet transform

The two­dimensional continuous ridgelet transform (CRT) for a
given function I in <2 is defined as

CRTI(a, b, �) =
∫

<2

 a,b,�(x, y)I(x, y)  dxdy (1)

In which, for  each scale a  > 0 and (�, b) are the line parameters.
Ridgelets are constant along ridge lines x cos � + y sin � = b, and cross
section along the orthogonal directions which are wavelets. Also, a
bivariate ridgelet function  a,b,� : < 2 → < 2 is expressed as

 a,b,�(x, y) = a−1/2 

(

x cos � + y sin � − b

a

)

(2)

The CRT can be  calculated by  performing wavelet transform in the
Radon domain. The Radon transform is defined as [18]

RI(�, t) =
∫

<2

I(x, y)ı(x cos � + y sin � − t) dxdy (3)

where ı  is the Dirac delta function. Then ridgelet transform is
obtained by applying the 1­D wavelet transform to the slice  of
Radon transform.

CRTI(a, b, �) = a−1/2

∫

<
 

(

t  − b

a

)

RI(�,  t)  dt (4)

On top of that, a  fast ridgelet transform can be carried out in  Fourier
domain as shown in Fig. 1. There should be noticed that ridgelet
coefficients obtained in  this way are not represented in Fourier fre­
quency domain. Here, Fourier transform is  only a  tool to achieve a
fast implementation of the ridgelet transform. In this  method, first
the 2­D fast Fourier transform (FFT) is computed. Then the samples
of the Fourier transform on  the square lattice are substituted with
samples on a polar lattice. The 1­D inverse FFT is applied to each
angular line. In order to obtain ridgelet coefficients, the 1­D wavelet
transform is used.

Fig. 1.  Discrete ridgelet transform flowchart. Each radial line in Fourier domain
is separately processed. The 1­D inverse FFT is calculated along each radial line
followed by  the 1­D wavelet transform.

2.2. The finite ridgelet transform

The finite ridgelet transform (FRIT), proposed in [11], is  devel­
oped on  the basis of finite radon  transform (FRAT) as  shown  in Fig. 2.
The  FRAT of the  real valued function on the  2­D grid Z2

p is defined
as

rkblc  = FRATI(k, l)  =
1

√
p

∑

(i,j)  ∈ Lk,l

I(i, j) (5)

Here I(i, j) is the pixel value of the  image at position (i, j), p is a
Fermat prime number in the form of p = 2k + 1 and Lk,l is  the  set of
points that form a line  in the  lattice of Z2

p in which Zp = {0, 1, 2, . . .,
p − 1} is  a  finite field.

Lk,l =

{

{(i, j) :  j  = ki + l(modp), i ∈ Zp}, 0 ≤ k ≤ p  − 1
{(l, j)  : j ∈ Zp}, k  = p

(6)

Fig. 2.  Diagram of computing FRIT.
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Fig. 3. Original images: (a) Lena, (b)  Airplane, (c) Boat, (d) Pepper, (e) Barbara, and (f) Baboon.

where k = p corresponds to the vertical line. By taking the 1­D dis­
crete wavelet transform on FRAT  projection sequences denoted as
(rk[0], rk[1], rk[2], .  . .,  rk[p  −  2]) and for each direction of k, FRIT
coefficients are obtained.

3. Embedding process

We assume the grayscale host image denoted by  I  of size N  × N
and digital binary logo denoted by W of size M × M. The watermark
first is scanned to a 1­D sequence. It can be  presented in  binary
form as Wi ∈ {− 1, 1}. The pseudo random (PN) sequence elements
C­ are random numbers assuming −1 or 1 according to a uniform,
zero mean probability density function. The PN sequences of the
set C­ should be orthogonal to each other. The initial value of the PN
sequence is an authentication key for generally assumed water­
mark logo. The watermark bits are passed through a  scrambler in
order to disseminate data in whole space and increase robustness

of  the  watermarking algorithm. The spread spectrum watermark
sequence Wss is derived from (7).

Wss(1  : M,  i)  = W(i)  ·  C­ (1 :  M,  i), 1  < i  < M2 (7)

In which the  size of C­ must be M × M2.  The use of ridgelet transform
is efficient for straight edges so that  we  split  the original image
into several non­overlapping blocks in a way  that curved edges are
divided into several straight edges. In our proposed algorithm, the
original image is divided into B  blocks of  P  × P.

I(x, y) =
B

⋃

b=1

Ib(x
′, y′), 1  ≤  x′,  y′ ≤  P  (8)

The more number of curved edges in an image, the more number of
non­overlapping blocks is  needed. However, other restrictions are
imposed to the  number of blocks. For instance, each single block
size of P × P  should be chosen in  a  way that P be a prime number
and P − 1 be dyadic. Then, the  FRIT is applied to each single block.

Fig. 4.  Watermarked images: (a) Lena, (b) Airplane, (c) Boat, (d) Pepper, (e) Barbara, and (f) Baboon.
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The matrix A is FRIT  coefficients of each block  whose size depends
on  both filter order  and decomposition level of the 1­D  wavelet.

A = FRITIb ,  1 ≤ b ≤  B (9)

In matrix A, each column represents one of the directions in ridgelet
domain. In order to embed the coded watermark bits, variance of
each column in  matrix A is calculated. The column with maximum
variance is considered as  the best direction in ridgelet domain for
inserting the watermark. It  can be formulated as in (10).

lb = max
l

(var(FRITIb (1 :  P + 1, l))) (10)

which B =  M2 and Fb is the matrix of selected directions for bth
block.

Fb = [FRITIb [1,  lb], FRITIb [2, lb], . .  .  ,  FRITIb [P + 1, lb]]
T ,  1 ≤ b  ≤ B

(11)

Then selected columns are placed in matrix F in  the same order  as
their blocks.

F = [F1, F2, . . . , FB] (12)

The proposed embedding equation is

Fw =  Fb +  ̨ · Fb ·  Wss (13)

where ˛  is  scaling factor which is selected by  compromising
between similarity of original and extracted watermark and also
PSNR of the watermarked image. The more scaling factor value,
the lower visibility of the embedded watermark image is. Water­
marked image is  obtained by applying the inverse FRIT.

4.  Extraction process

The watermark extraction is  the inverse process of watermark
embedding. As for  practical applications the host image is  not acces­
sible, the proposed algorithm is  a blind watermarking method in
which the host image is not required in extraction process. Given
a  corrupted image I∗, faced a certain type of attack, firstly the
ridgelet transform is applied to each single block obtained from
the same block partitioning of the watermarked image. The coef­
ficients belonging to the best directions regarding their variance
intensity are selected. These selected directions are successively
placed in ridgelet coefficient matrix F∗

b
.  To put each coefficient in

its own place, descrambling is done. An estimate of  the  original
watermark is  then obtained by multiplying each column with cor­
respond PN sequence and its secret key followed by averaging all
the copies of the same watermark bit. This averaging operation is
used for smoothing possible modifications of the image.

X∗
s (j) =

1

M

M
∑

i=1

F∗
b (i, j) ·  C(i, j)  (14)

For a blind extraction, the correlation method needs to be employed
between X∗

s and Y that can be original watermark sequence or a
possibly different mark to compute the detector response.

z =
1

M2

M2
∑

j=1

X∗
s (j)  ·  Y(j) (15)

By comparing z parameter obtained from some sample marks Y,  the
original watermark is experimentally obtained. In order to measure
the effect of each attack, the extracted watermark sequence W*  is
directly obtained from (16).

W∗(j) = X∗
s (j) ·  W(j), 1  <  j  < M2 (16)

Then the watermark image is reconstructed by  scanning order.

Fig. 5. (a) Watermark logo  and (b)  extracted logo  with  NC = 1 for all host images.

5.  Experimental results and discussion

To verify the  proposed algorithm, we have  tested it  on  some
images. The 510 × 510 grayscale Lena,  Airplane, Boat, Pepper, Bar­
bara and Baboon are chosen in  following simulation in order to
evaluate the proposed method and make a comparison with other
published results. Watermark image is binary logo of size 30 × 30.
The partitioning step is  to ensure that data would be uniformly
hidden throughout the host image. The host image is divided into
B  = 900 blocks of 17 × 17 pixels. As described in  Section 3,  N  must  be
a prime number and N − 1 must be dyadic. Due  to the FRIT limita­
tions, 17 is  the best value for  block size. A pseudo random number
generator is used for producing a zero­mean sequence with an
initial number as its  secret key for each watermark image. Then
watermark embedding is done by  employing the method described
in  Section 3.

The original and watermarked images are shown in Figs.  3  and 4,
respectively. Also, original watermark and extracted logos are
shown in Fig. 5.  For  all original images, the  watermark logo can
be perfectly extracted. In order to compare the  extracted, W* and
reference watermark logo W,  normalized correlation (NC) can  be
defined as  in (17).

NC  =

∑M

i=1

∑M

j=1W(i, j)  · W∗(i,  j)
√

∑M

i=1

∑M

j=1W(i, j)2 ·
√

∑M

i=1

∑M

j=1W
∗(i, j)2

(17)

PSNR between original and watermarked images is computed to
evaluate the imperceptibility of the algorithm and results are listed
in Table 1  along with comparison to other published results. Dash
lines show no experiment for specific images. Table  1 implies
that  the  proposed watermarking algorithm provides substantial
improvement in terms of invisibility of the embedding watermark.

In the following, the results of  evaluating the proposed
watermarking algorithm against a range  of  common attacks are
presented.

5.1. JPEG compression

JPEG algorithm is  one of the most important attacks that water­
mark should be resistant to. JPEG compression is  applied to the
watermarked images for different quality factors. PSNR  and BER of
the corrupted images are compared to results from [16] in Table 2.
According to results in Table 2our proposed algorithm has better
transparency and robustness. Fig.  6 compares normalized corre­
lation for images: Lena,  Baboon, Boat and Pepper detecting by
proposed algorithm. It can be pointed out that the proposed method
is considerably robust against image compression and watermark
can  be  well  detected for all images after facing JPEG compression

Table 1

Comparison of PSNR values in  proposed watermarking method and other methods
in  [13–16].

Proposed method [13]  [16] [14,15]

Lena 48.87  40.46 45 39.34
Airplane 46.31  38.05 – –
Boat  48.01 38.34 45 –
Pepper 48.49 –  45 –
Barbara  51.08 40.14 – –
Baboon 48.51  37.60 45 –
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Table 2

PSNR and BER comparison between our  proposed method and method in [16] for  host images in the presence of JPEG compression with JPEG  quality  factors from 5  to  30.

JPEG compression

5 10  15 20  30

Proposed
method

[16] Proposed
method

[16] Proposed
method

[16] Proposed
method

[16] Proposed
method

[16]

Lena
PSNR 29.52 26.76 31.87 29.53 33.88 30.93 35.46 31.82 40.01  33.02
BER 21.73  22.27 8.54 9.24 1.63 1.95 1.43 1.74 0.67 0.78

Boat
PSNR 27.92  26.04 29.70 28.86 31.50 30.36 32.44 31.42 35.80 32.85
BER 22.81  23.30 8.93 9.64 2.43 3.52 1.47 1.56 0 0.39

Pepper
PSNR  29.24 27.44 32.34 30.15 33.85 31.41 34.63 32.13 35.91 32.99
BER  20.39 21.22 7.98 8.07 3.27 4.56 1.99 2.21 0.59 0.78

Baboon
PSNR  26.75 23.72 28.70 26.77 29.99 28.65 30.32 29.95 35.21 31.82
BER 18.73  19.01 5.94 7.03 1.54 1.69 0.17 0.26 0 0.13

with quality factor equal to  35. As  can be seen in Fig. 6, Baboon
image has the best performance for image compression in  terms
of robustness since it has more edges than other images. In other
words, due to the use of ridgelet transform, better performance
will be achieved for images with  more curved edges. Watermarked
images and extracted watermark logos are also displayed in Table 3
for Lena image against JPEG compression with different quality
factors.

5.2.  Rotation

Watermarked images are tested for geometric attack of rotation.
Robustness of each host image  is tested under rotation attack and
results are listed in Table 4. It can  be seen that Barbara image has the
best performance against rotation attack. To compare our results
with other published results, angle range is  chosen between 2◦ and
−2◦. In Fig. 7, BER for proposed method and results from  [16,19] are
plotted. According to Fig. 7, the proposed method exhibits better
robustness to rotation attack. Extracted watermark logos are  shown
in Table 5  with different rotation angles.

5.3. Median filtering and Gaussian filtering

Robustness of proposed watermarking algorithm is evalu­
ated against median filtering attack. Having been faced median
filtering attack with different mask sizes on watermarked Lena
image, extracted watermark is  shown in  Table 6.

In Fig. 8, normalized correlation of extracted watermark for
some host images are displayed. As can be seen in Fig. 8, the median
filtering attack has the least effect on Pepper image and watermark
is substantially detected. Table 7 presents the PSNR comparison
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Fig. 6. Robustness of the proposed algorithm, NC values, in the presence of JPEG
compression with different quality factors.
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Fig.  7. BER comparison between our proposed algorithm and results in [16,19]
under rotation attack  for  Lena image.

between our watermarking scheme and methods in  [16,19] under
median filtering attack with different mask sizes. As can be seen, our
proposed watermarking scheme has better performance against
median filtering attack in terms of transparency. In  Table  8,  result of
detecting the watermark logo in the  presence of Gaussian filter with
filter size of 3  × 3 and variable variance is  presented. Results show
that our proposed algorithm can  considerably detect  the  water­
mark after facing Gaussian filtering. In Fig.  9,  normalized correlation
of extracted watermark as  a robustness parameter for some host
images are plotted. Pepper image has more smooth area  than other
images, it is  more robust against attacks like  Gaussian and median
filtering. Baboon image, however, has  the worst performance in the
presence  of  Gaussian and median filtering attacks because of having
more texture area. In Fig. 10,  we  compare our  results with results
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Fig. 8. Robustness of proposed algorithm, NC values, for Lena, Pepper, Boat and
Baboon images against median filtering with mask  size of 3  × 3, 5 × 5 and 7 × 7.
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Table 3

Extracted watermark logo for watermarked Lena image in the presence of JPEG
compression.

Quality factor Watermarked image Extracted watermark

5

10

15

20

25

30

35

in [16] in the face of Gaussian filtering to show the robustness of
proposed method.

5.4. Gaussian noise

In Fig. 11,  the robustness of proposed algorithm in  the pres­
ence of Gaussian noise for Lena image is compared to methods in
[16,19]. The mean of the additive Gaussian noise is  considered to be
zero and its variance is variable. This  comparison clearly demon­
strates that our watermarking method outperforms the method in

Table 4

Robustness of proposed watermarking method, NC values, under rotation attack.

Rotation angle (◦) Lena Baboon Pepper Boat  Barbara Airplane

−2  0.744 0.739 0.742 0.753 0.763 0.747
−1  0.873 0.861 0.872 0.878 0.881 0.853
−0.75 0.902 0.902 0.899 0.909 0.911 0.889
−0.5  0.937 0.928 0.932 0.943 0.946 0.921
−0.25 0.995 0.983 0.983 0.996 0.996 0.978

0.25 0.997 0.980 0.983 0.997 0.998 0.978
0.5  0.970 0.956 0.961 0.975 0.977 0.952
0.75 0.929 0.905 0.912 0.931 0.935 0.898
1 0.882  0.870 0.877 0.888 0.897 0.867
2 0.764  0.758 0.761 0.771 0.783 0.756

Table 5

Extracted watermark logo for watermarked image of Lena under rotation attack.

Rotation angle (◦) Watermarked image Extracted watermark
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Fig. 9.  Robustness, NC values, of proposed algorithm against Gaussian filtering with
variance  from 0.3  to 0.9  and mask size of 3 × 3 for Pepper, Lena, Boat and Baboon
images.
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Table 6

Extracted watermark logo for Lena image under median filtering with  mask size of
3 × 3, 5 × 5 and 7 × 7.

Window size of median filter Watermarked image Extracted watermark

3 × 3

5 × 5

7 × 7

Table 7

PSNR comparison between our proposed algorithm and results in [16,19], under
median filtering attack with various mask sizes.

Median filtering Image Proposed method [16] [19]

3 × 3

Lena 40.68 33.67 30.46
Baboon 35.11 29.80 26.97
Pepper 41.54 33.24 29.67

5  × 5

Lena 36.80 29.77 30.79
Baboon 30.07 24.57 26.75
Pepper 37.97 31.20 30.02

7  × 7

Lena 33.37 27.66 30.66
Baboon 27.17 22.58 26.52
Pepper 34.63 29.59 29.73

[19] under Gaussian noise attack. For low noise variances our pro­
posed method is as robust as  method in  [16]. However, there is
a little difference between our proposed method and Ref. [16],  in
case of BER, for variances more than 10. The extracted watermark
images obtained using proposed method are shown in Table 9 after
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Boat [Proposed Method]

Lena [16]

Lena [Proposed Method]

Pepper [16]

Pepper [Proposed Method]

Fig. 10. BER comparison between our  proposed method and  method in  [16] for
Lena, Boat, Pepper and Baboon images against Gaussian filtering with  variance from
0.3  to 0.9 and mask size of 3 × 3.

Table 8

Extracted watermark logo for Lena image under Gaussian filtering with mask size
of 3 × 3  and different variances.

Gaussian filter variance Watermarked image Extracted watermark

0.3

0.5

0.7

0.9

Table 9

Extracted watermark logo for  Lena image under Gaussian additive noise with dif­
ferent  variances.

Gaussian noise variance Watermarked image  Extracted watermark

0.1

0.2

0.3

0.4
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Fig. 11. Comparison of BER in  proposed watermarking method and methods in
[16,19] under Gaussian additive noise with  different variances.

adding Gaussian noise with different variances. Although there are
more attacks that can  be tested,  the results presented here give a
good indication of the capabilities of  the proposed method. Since
the proposed watermarking algorithm takes advantage of ridgelet
transform and spread spectrum technique simultaneously, the
extracted watermark logos are more robust against all mentioned
attacks. Consequently, both PSNR values of watermarked images
and the robustness against attacks show  considerable improve­
ment using the proposed algorithm.

6. Conclusion

A new blind spread spectrum based watermarking in  ridgelet
domain is presented. Spread spectrum technique is  used for
increasing the robustness of  the algorithm, along with scrambling.
Watermarking process is  commenced with partitioning the original
image into several non­overlapping blocks so that we can efficiently
use ridgelet transform characteristics for straight edges in  each sin­
gle block. Concerning variance intensity of each direction, ridgelet
coefficients matrix is built by  selecting the best directions to embed
the watermark bits. Experimental results show no visible differ­
ence between host and watermarked images. Since our proposed
algorithm takes advantage of both spread spectrum technique and
ridgelet transform characteristics, the extracted watermark is con­
siderably robust. To show the superiority of our proposed method,
we compare our results with other published works. Through

comparison, it can be observed that our proposed method is  show­
ing high robustness to attacks such  as JPEG compression, rotation,
Gaussian noise,  median and Gaussian filtering.
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