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Abstract—Brain computer interface is a developing technology
that can provide enhanced quality of life to individuals suffering
from various disabilities. In this work, a new binary electroen-
cephalography (EEG) signal decoding algorithm is proposed
using a modified common spatial pattern and capsule network.
The proposed method is realized by extracting the spectral-
temporal common spatial pattern features from the EEG signals
while preserving the time resolution of the signal. The resulting
features are fed into the capsule network for automatic feature
extraction and classification. The capsule network is known to
be superior to convolutional neural networks in requiring less
training data, which makes it a promising candidate for EEG
signals classification. The performance of the proposed method
is evaluated and compared to that of the other methods by
conducting several experiments. The results demonstrate that
the proposed method provides recognition accuracy higher than
that provided by other methods.

Index Terms—Common spatial pattern, binary classification,
EEG signals, capsule network, brain computer interface.

I. INTRODUCTION

Motor imagery brain computer interface (MI-BCI) provides
the potential for controlling external devices by translating the
brain signals. This has been a breakthrough in many applica-
tions including wheelchair control for people with physical
disabilities and realization of a new indirect communication
path for amyotrophic lateral sclerosis patients [1]. To realize a
patient-friendly neuro-rehabilitation system using MI-BCI [2]-
[4], developing automatic, reliable and efficient algorithms to
translate the brain activities into the device commands is of
great importance.

The electroencephalogram (EEG) signals capture changes
in brain’s electrical waves and are used to analyze the brain
activities. Common spatial patterns (CSP) and its variants
have been widely applied in MI-BCI task recognition stud-
ies [2], [5]-[8]. These methods take into account spectral
characteristics of the EEG signals to optimally distinguish
different classes. This is realized by determining the directions
in the pattern space through projecting the EEG signals onto
a subspace. For instance, in [9], a subband common spatial
pattern (SBCSP) was developed to decompose EEG signals by
a filter bank and extract discriminative features. In [10], a filter
bank-based method (FBCSP) was proposed to process EEG
signals using CSP applied to different frequency bands. In [6],

978-1-7281-9201-7/21/$31.00 ©2021 IEEE

regularized CSP with Tikhonov regularization was presented.
In [11], a method based on filter-bank regularized common
spatial pattern (FBRCSP) was proposed and tested on small
sets of samples. However, all the above-mentioned works were
reliant on heavy pre-processing and extracting hand-crafted
features.

Deep learning has made a revolution in brain activity
recognition by providing promising tools to handle automatic
feature extraction. In [12] and [13], high-level features of EEG
signals were extracted with convolutional neural networks and
used in classification of the EEG data. In [14], a deep belief
network was used to model EEG waveforms for classification
in a semi-supervised manner. A similar network was inves-
tigated in [15] for exploratory analysis and pre-training in
neuroimaging applications. A deep learning scheme based on
Boltzmann machines was proposed in [16], in which the EEG
signals in the frequency domain are employed. The above
studies have shown the benefits of adopting deep learning in
systematically extracting features from EEG signals, even in
the absence of large volume of data.

Leveraging the recent advances in deep neural networks,
in this work, a new method, called EEGCAPS, for MI-BCI
EEG signal classification based on modified common spatial
patterns and deep capsule network is proposed. The goal is to
improve the recognition accuracy of the EEG signals by taking
into consideration spectral as well as temporal resolutions of
the EEG signals. To this end, the spatially-filtered features
are extracted from the EEG signals which are then converted
to image representation. The obtained images are fed into
the capsule network for automatic feature learning process.
Experiments are conducted to evaluate the performance of the
proposed method using the standard data set taken from the
BCI competitions III.

II. MODIFIED COMMON SPATIAL PATTERNS

In order for a brain activity recognition task to be realized,
pre-processing is required. In the pre-processing step, the EEG
signals are bandpass filtered using a S5th order Butterworth
filter to extract the contents of the signal in the range of
(7—30) Hz. The signal is then smoothened using a weighted
moving average filter of length 10 [1]. A supervised learning
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Fig. 1. EEGCAPS block diagram for MI-BCI EEG signal classification.

is considered from the EEG trials set, i.e., X; € RNowxN
for (1 <i < N,), where Ny, N, and N;, are the number
of electrodes, trials and time samples collected from each
electrode in a trial, respectively.

CSP filters are commonly used in the BCI domain [6], [17].
For a binary classification problem, CSP provides spatial filters
which maximize the variance between two classes. As a result,
the extracted signals optimally discriminate two different EEG
classes, while revealing spatial patterns of different classes.
More specifically, spatial filters are obtained by joint diago-
nalization of the two covariance matrices corresponding to the
two classes. The normalized covariance matrix R for each trial
of the EEG signal Xj, is obtained as

oxx!
 trace (X,X,T) '

where the frace of a matrix is the sum of the elements on the
main diagonal and X” denotes the transpose of the matrix X.
The covariance matrices R, and R;, of the two classes a and b
are summed up to a new covariance matrix R.. This matrix is
then decomposed into a set of eigenvectors B, and eigenvalues
A, i.e., R. =B AB. This decomposition yields a whitening
transform, given by W = A\, 1/ ZBZ, and used to transform R,
and R, into

(D

S, = WR,W'
Sy, = WR,W', 2)

where S, = Uy, UT and S, = Uy, U’, U being the or-
thonormal eigenvectors of S, and S,. In addition, v, and
1, are the corresponding diagonal matrices of eigenvalues,
which add up to 1. The eigenvectors U = (Uj,...,Uy,,) are
sorted in a descending order with respect to the eigenvalues
in 'l/Ja = (Wa,hWa,Zv---aWa,Nch), Ya,1 > 2> Yau,N,, and in a
ascending order with respect to v, = (‘I/b,lall/b,Qv"'vlllb.,Nch)7
Yp1 < ... < YN, When classes a and b are both projected
onto the first eigenvector Uy, the class a yields a maximum
variance, whereas the class b yields a minimum variance value.
On the other hand, when the classes are projected onto the last

eigenvector Uy, class a yields a minimum variance value,
while the class b yields a maximum variance value. It is noted
that only a few eigenvectors are selected for the discrimina-
tion analysis, i.e., U* = (Ul,...,Um;UNch,mH,...,UNUh), where
m << Ngj,. In other words, only a small number of channels
are utilized. The final projection matrix is defined as

P=UW, 3)

The projection matrix P is further used to map each EEG
trial X; as Z; = PX,. It is noted that the dimension of the
trial signals is reduced to 2m x Ny, i.e., Z; is constructed from
the first and last m = 3 largest eigenvalues that maximizes
the difference of the variances of the two classes. At this
stage in the proposed method, unlike the commonly-used
CSP technique, where the features are obtained by taking
the logarithm of the variance of Z;, we keep the temporal
resolution of the EEG signals unchanged and project the
spatially-filtered signals onto a 2D representation, resulting
in features having both the frequency and time resolutions.
These 2D signals are used as input to the capsule network for
automatic feature learning. Fig. 1 shows the block diagram of
the proposed EEGCAPS.

III. AUTOMATIC FEATURE LEARNING USING CAPSULE
NETWORK

In recent years, deep learning has taken feature engineering
to perception and meta-structure engineering by automating
feature learning. Deep learning approaches may work inde-
pendently or in tandem with other feature selection methods.
The latter is the main focus in this work. Leveraging the
recent deep learning advances, in the proposed EEGCAPS
method, deep capsule network [18] is applied to the spatially-
filtered EEG signals for automatic feature learning. Unlike the
convolutional neural network (CNN) [19], capsule network
do not need pooling layers, resulting in the same amount of
information to be processed at different layers. The capsule
network is formed of a primary capsule layer to capture low-
level features, followed by a secondary capsule layer to explore
patterns in spatially-filtered EEG signals.

It is noted that in the capsule network, the weight opti-
mization is through the routing-by-agreement algorithm [18],
[20], where features are sent from a primary capsule (children)
to a secondary capsule (parent) that better agrees with the
features. Thus, after some iterations, parents’ outputs may
converge to predictions of some children and diverge from
those of others. Parent capsules s; are obtained as the weighted
sum of predictions from all the children capsules, as given by
s; = Ycijl;;, where @;; = W;ju; predicts the output of the
parent capsule and c;; is a coupling coefficient given by a
routing softmax, as given by

¢y = X2 @

Yy exp (bi)
where b;; is the prior log probability for the routing, i.e., the
prior probability that capsule i should connect to capsule j in
a higher level. The weights W;; between the ith primary to
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Fig. 2. Block diagram of the capsule network used in the proposed EEGCAPS method.

the jth secondary capsule filter the signal at different scales
not only to detect independent features, but to identify a
relationship between the learnt features.

In the output layer, feature channels are grouped by the
capsule network through building a vector from the output
of each neuron. The activation function used in the capsule
network is a squashing function, as given by

_ sl s 5
1+ ||s;” sl

The magnitude of the resulting vector is regarded as the
probability of the presence of a capsule’s entity, i.e., the
patterns in the 2D spatially-filtered EEG signals. The prior log
probabilities b;; are then updated for a number of iterations
as bij = bjj+z;0;;. For the output layer, unlike CNN, which
uses a softmax activation and cross-entropy loss function, the
capsule network computes a margin loss for the secondary
capsule layers as

L, =y, max (0,m"* — ||Zr||)2 (©)
+0.5(1=y,)max (0, ]|z, —m~)*

where y, is the label for the class r. It is noted that the class r
is predicted if ||z,|| > u™, and is not predicted if ||z, < u~.
The parameters u* and pu~ are experimentally found and set
to 0.9 and 0.1, respectively [18]. The margin loss forces the
class instances to be close to each other.

In addition, the capsule network uses a decoder for regu-
larization, which is comprised of fully-connected layers. The
loss value of this decoder is computed as L = , where
S and § are, respectively, the input signal and its reconstructed
version. The total loss value of the capsule network is obtained
as the weighted average of the margin loss and reconstruction
loss. The binary cross-entropy loss function is used to measure
the error. The error is then minimized through backpropagation
using the Adam optimizer. The learning rate and batch size are
tuned through grid searching. The number of epochs is set to
200 for all the subjects. The number of iterations used in the
routing algorithm is set to 3.

In the following, a summary of the different layers of the
proposed EEGCAPS is presented.

o The 2D spatially-filtered EEG signals of size 6 x 350 are
used as input to the capsule model.

o The second layer is comprised of a convolutional layer
having 16 filters of size 3 x 3 each with a stride of 1,
resulting in 16 feature maps of size 4 x 348.

o The primary capsule layer includes 4 convolutional filters
of size 3 x 3 each with a stride of 2. This layer has 4
capsules of dimension 4, leading to 64 feature maps each
of size 2 x 346.

« The final capsule layer includes 2 capsules of length 4,
i.e., class capsules, corresponding to right hand and right
foot MIs.

o The decoder is composed of fully-connected layers hav-
ing 64, 256 and 2100 neurons, respectively, where the
input signal is reconstructed and the sum of squared
differences between the input signal and its reconstructed
version is minimized.

IV. EXPERIMENTAL RESULTS

The experimental results are obtained using MI-BCI EEG
signals taken from BCI competitions, i.e., dataset 4a, BCI
competition III. The dataset is collected when the subjects
perform MI tasks through imagination of limb movements. It
is comprised of the EEG signals from five subjects, performing
280 trials of right hand and right foot Mls. This dataset
includes the EEG recordings of 118 electrodes.

We first compare the performance of the EEGCAPS method
to those using other classifiers such as linear discriminant
analysis (LDA), support vector machine (SVM), decision tree
(DT), multi-layer perceptron (MLP) and CNN, where 2D
spatially-filtered EGG signals, obtained in Section II, are used
as input to the classifiers. In the case of MLP, the signal
is compressed into 200, 100 and 50 features using three
hidden layers. In the case of CNN, two convolutional blocks
having 4 and 8 filters of size 3 x 3, respectively, followed by
batch normalization and a non-overlapping 2 x 2 max-pooling
layer are used. The final feature map is passed through a
global average pooling to reduce the dimensionality and avoid
overfitting. For the sake of consistency, the number of epochs
is set to 200 for MLP and CNN, and the learning rate is set
to 0.001.

Table I gives cross-validated classification metrics of the
proposed method as well as those of LDA, SVM, DT, MLP
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TABLE I
ACCURACY, PRECISION AND SENSITIVITY (%) OBTAINED USING THE
PROPOSED METHOD AS WELL AS THOSE OBTAINED USING SVM, DT,
LDA, MLP AND CNN, ON SUBJECT AW.

Accuracy Precision Sensitivity
TSCP+LDA | 51.09F2.74 | 50.52F2.76 | 46.62F5.69
TCSP+SVM | 55.9332.35 | 55.70F2.05 | 60.40F3.37
TCSP+DT 73.25F3.12 | 73.57F3.21 | 72.36F3.41
TCSP+MLP | 76.12F1.90 | 75.10F2.00 | 76.43F4.74
TCSP+CNN | 90.87F1.50 | 90.60F3.21 | 91.78F2.35
EEGCAPS 93.8570.89 | 92.29F0.88 | 95.87F0.37
-
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Fig. 3. Box plots for classification accuracy of various methods.

and CNN, for one of the subjects, i.e., AW. It is seen from
this table that the proposed method provides a classification
accuracy higher than those of the other methods. Similar
results have also been observed for other subjects.

The statistical significance of the proposed method is also
investigated. The p-value for a balanced one-way ANOVA
between different methods, when comparing the classification
accuracies, is smaller than 0.05 against LDA, SVM, DT and
MLP, indicating the statistical significance of the proposed
method. Yet, against CNN, p-value is equal to 0.21, indicating
that the difference between the two methods is not statistically
significant. Fig. 3 shows box plots of the classification accu-
racies for various methods. It is seen from this figure that the
proposed method is more robust than the other methods, as
observed from the small standard deviation value.

The classification accuracy of the proposed method is also
compared to those obtained using other existing methods on
the MI-BCI EEG signal classification. To this end and to eval-
uate the generalizability of the results, the dataset for each sub-
ject is split into five partitions, i.e., 5-fold cross validation. Ta-
bles II gives classification accuracies of the proposed method
as well as those of other existing methods for various subjects.
As observed in table II, the classification accuracy obtained
using the proposed EEGCAPS method is higher than those
yielded by the other methods. The superior performance of the
proposed method in providing better class discrimination and
higher recognition accuracies can be attributed to the fact that
it takes into account both the spectral and temporal features,
and to the reliance on hierarchical feature extraction using the
capsule network. In particular, the proposed method outper-
forms its closest competitor, SBRCSP [11], with an improved

TABLE II
CLASSIFICATION ACCURACY OBTAINED USING THE PROPOSED METHOD
AS WELL AS THOSE YIELDED BY THE OTHER METHODS.

Dataset 4a, BCI III
AA AL AV AW AY
CSP [5] 66.07 | 96.43 | 43.47 | 71.88 | 49.60
R-CSP [2] 77.7 96.4 58.7 92.0 68.3
MSRCSP [21] | 69.64 | 9643 | 59.18 | 71.88 | 52.78
SBCSP [9] 83.03 | 98.21 | 52.04 | 89.05 | 58.33
FBCSP [10] 83.93 | 96.43 | 63.26 | 72.32 | 54.37
SSRCSP [6] 70.54 | 96.43 | 53.57 | 71.88 | 75.39
LRDS [8] 80.4 94.6 50.0 90.6 83.3
FBRCSP [11] 84.82 | 96.43 | 63.78 | 74.55 | 73.81
EEGCAPS 85.50 | 97.52 | 62.15 | 94.70 | 83.57
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Fig. 4. Classification accuracy comparison of various methods.

classification accuracy of about 7.5% averaged over all the
subjects. Fig. 4 shows EEG signal classification performance
of the proposed method and those obtained using R-CSP [2],
MSRCSP [21], SSRCSP [6], SBCSP [9] and FBRCSP [11],
for different subjects in dataset 4a, BCI competition III, as well
as their mean value. It is observed from this figure that the
proposed method is superior to the other methods on average
classification accuracy, especially when compared to the recent
work in [11], where the proposed EEGCAPS method provides
higher accuracies for all the subjects except for AV.

V. CONCLUSION

In this paper, a new method for MI-BCI EEG signal
classification has been proposed based on spectral-temporal
common spatial patterns and the capsule network. Discrim-
inant spectral and temporal features are extracted from the
EEG signals and projected onto image representations by
preserving both the frequency and time resolutions of the
EEG signals. These features are then fed into the capsule
network for feature extraction. The recognition accuracy in
the binary classification problem achieved by the proposed
method was enhanced compared to some of the state-of-the-
art methods. It is worthwhile to mention that the improved
classification performance of the proposed method is thanks
to the preservation of the temporal features of EEG signals,
as well as, the automatic feature learning using the capsule
network.
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